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ABSTRACT

The interannual variability and predictability of the winter streamflow of the main Iberian Peninsula
international rivers (Douro, Tejo, and Guadiana) are examined for the period 1923–2004. In the first part
of this paper, a singular spectral analysis was carried out to isolate the main oscillatory components of the
streamflow series. Results showed a similar model structure for the three rivers, including the following
components: (i) a nonlinear trend that contains variability at periods of 20–30 yr, (ii) modulated amplitude
oscillations with associated periods in the bands 2–3, 4–5, and 6–8 yr, and (iii) a red noise process. These
models accounts for the bulk of winter river flow variance, ranging between 64% (Guadiana) and 96%
(Douro). In general, the amount of variability associated with the low-frequency component is similar to
that associated with the interannual variability. The analysis of the association between the North Atlantic
Oscillation (NAO) and the streamflow variability proved this relationship to be complex and nonstationary.
In particular, it is found that only when the NAO presents high amplitude oscillations is this mode capable
of dominating the streamflow variability.

In Part II, autoregressive-moving-average (ARMA) models were fitted to the filtered streamflow series
and an interannual forecasting experiment was conducted. Results were tested against the raw streamflow
series. The percentage of variance explained by the models ranged from 25% to 62%. Additionally, the
ARMA models presented useful one-year-ahead forecasting skills. Particularly during the validation period
(1986–2004) the models performed between 51% and 53% better than climatology. The skill against
persistence proved to be much greater, indicating that the climatology is a better benchmark than persis-
tence for streamflow forecasting in Iberia. Finally, the developed models were, in most cases, able to
accurately predict the phase of the streamflow, with a percentage of agreement that ranged from 54% to
90% throughout the validation period.

1. Introduction

The ability to forecast unusual climate conditions
several months in advance is arguably one of the most
relevant developments in the atmospheric sciences over

the last decade. There is a broad consensus nowadays
of the large economic added value associated with these
forecasts (Katz and Murphy 1997). It is a well known
fact that countries located within the tropical belt are
characterized by a climate easier to predict, while mid-
latitude regions (such as the United States, Europe, and
Japan) present a much less reliable picture (Goddard et
al. 2001). Nevertheless, in the last decade, the incre-
ment on the skill obtained by both dynamical and sta-
tistical forecasting models over midlatitudes (Rodwell
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and Folland 2002; Czaja and Frankignoul 2002; Saun-
ders and Qian 2002; Saunders et al. 2003; Doblas-Reyes
et al. 2005) has prompted a number of groups to apply
the seasonal forecasts to different socioeconomic con-
texts such as water resources management (Hartmann
et al. 2002), agriculture (Hansen 2002; Schneider and
Garbrecht 2003; Atkinson et al. 2005), fire hazard
(Pereira et al. 2005; Gedalof et al. 2005; Hessl et al.
2004; McKenzie et al. 2004a,b, 2006), and human dis-
eases (Ellner et al. 1998; Shaman et al. 2003, 2006;
McGregor et al. 2004). In many cases, the statistical
models offer better results since there are still some
unaccounted physical mechanisms in most coupled dy-
namical models, particularly those that include the ex-
tratropics (Anderson et al. 1999).

Seasonal and interannual streamflow variability plays
an important role in the development and management
of water resources in most regions of the world
(Houghton et al. 2001). The hydrological system acts as
a sensible spatial and temporal integrator of precipita-
tion (rain and snow), temperature, and related evapo-
transpiration over a specific region. Therefore, seasonal
to interannual streamflow variability in many large
river basins can be controlled by corresponding changes
in large-scale atmospheric circulation patterns. The re-
lationship between these climatic regimes and its hy-
drological response, through its streamflow, presents
different grades of complexity according to the physical
characteristics of the basin. Nevertheless, streamflow
can be better related with important patterns of climate
teleconnections than precipitation or temperature
fields since variations in precipitation are amplified in
streamflow and, in general, it is easier to detect a
change in discharge than directly in the basic climatic
variables (Cayan et al. 1999; Dettinger and Diaz 2000;
Trigo et al. 2004). This high sensitivity of the stream-
flow to climate variability has been used even for cli-
mate change studies (e.g., Kiely 1999). Additionally,
Scarsbrook et al. (2003) showed that the climate vari-
ability has an impact not only on the river streamflow,
but also in the quality of the water (temperature, oxi-
dized nitrogen, etc.).

This work focuses on variability and predictability of
Iberian rivers because, for this southern European re-
gion, present and future water resources management
presents a considerable number of challenges, namely:

• Most Iberian rivers show relatively high coefficients
of interannual streamflow variation, decreasing from
rivers located in the north (�50% for Douro) to
those in the southern sector (�100% for Guadiana)
(e.g., Trigo et al. 2004). These high values of variabil-
ity can be explained based on the strong interannual

precipitation variability observed throughout the
whole Western Mediterranean region (Goossens
1985; Barry and Chorley 1998; Esteban-Parra et al.
1998; Serrano et al. 1999).

• The Iberian Peninsula precipitation is strongly influ-
enced by the North Atlantic Oscillation (NAO) phe-
nomenon (Trigo et al. 2004; Goodess and Jones
2002). Around 40% of the winter precipitation can be
related to the NAO index, and this large-scale atmo-
spheric circulation phenomenon is characterized by a
marked interannual variability. In fact, the significant
and steady decline of Iberian precipitation, observed
for March since the 1960s, has been shown to be cor-
related with latitudinal shifts of storm tracks over the
Atlantic and that these shifts are associated with an
increasing trend of the NAO index for March (Pare-
des et al. 2006). This trend is important because the
winter tends to be shorter than previously observed,
diminishing the soil water moisture available in the
following spring and summer seasons.

• Both Portugal and Spain show an increasing demand
of water supply not only for domestic use, but also for
the tourist and agricultural sectors, two main eco-
nomic activities accounting for more than 10% of
gross national product (GNP) in both countries.
The strong socioeconomic impacts of the recent ex-
treme drought observed during the 2004/05 hydro-
logical year further emphasizes the necessity to de-
velop long-term planning tools (Garcia-Herrera et al.
2007).

• In a recent report (Houghton et al. 2001), the Inter-
governmental Panel on Climate Change stated that
the entire Mediterranean region (including the Ibe-
rian sector) is already presenting broadly consistent
decreases in precipitation and streamflow. Moreover,
climate change scenarios developed for the Iberian
Peninsula for the twenty-first century point to a gen-
eral increase in the risk of summer droughts with
increasing uncertainty in the reliability of water sup-
plies (Parry 2000; González-Rouco et al. 2000; Santos
et al. 2002).

The purpose of this paper (Part I hereinafter) and the
work presented in a companion paper (Gámiz-Fortis et
al. 2008, hereinafter Part II) is twofold: first, we study
the interannual variability of the winter streamflow of
the three most important international rivers in the Ibe-
rian Peninsula, namely, Douro, Tejo, and Guadiana,
particularly in relation to trends and quasi-oscillatory
modes of variability; and second, we explore the feasi-
bility for seasonal to interanual forecasts of the stream-
flows.

While in Part I we study the winter interannual vari-
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ability and explore the interannual predictability, in the
companion paper (Part II), we analyze the seasonal
predictability. Particularly we explore the role of the
Atlantic Ocean summer and autumn SST in forecasting
the following winter streamflow. Additionally, in Part
II the relative importance of the interannual and sea-
sonal predictability of the winter streamflow is ana-
lyzed. The provision of these simple forecast models
may help to alleviate some of the negative effects that
the strong interannual Iberian climate variability has on
the water resources, principally through increased pre-
paredness. Additionally, given that the water resources
planning and management are carried out on time ho-
rizons of about 30–40 yr, the analysis of the multide-
cadal streamflow variability is particularly relevant for
long-term planning and operation strategies (Jain et al.
2002).

Part I is divided into two parts. In the first part, we
use singular spectral analysis (SSA) to determine and
isolate the significant temporal modes of variability of
the three river streamflows. SSA acts as a data-adaptive
filter, removing the background noise and retaining the
leading statistically significant signals (Ghil and Vau-
tard 1991; Vautard et al. 1992). The filtered signal is
composed of modulated oscillatory signals and trends.
The near-cyclic nature of the modulated oscillatory sig-
nals, resulting from the SSA, implies predictability.
Consequently, in the second part of this paper, an in-
terannual linear prediction of the reconstructed stream-
flow series is carried out. To this end, autoregressive-
moving-average (ARMA) models (Box and Jenkins
1976) are fitted to the streamflow time series. ARMA
models can be regarded as a special case of general
linear stochastic processes and provide a linear repre-
sentative structure of the temporal evolution of the
data. We assume that the filtered streamflow data series
provides the predictable signal contained in the raw
streamflow series.

The methodology employed in this work, concerning
SSA and ARMA modeling, was extensively used in a
previous work by several of the authors (Gámiz-Fortis
et al. 2002) to analyze the temporal variability and pre-
dictability of the NAO pattern. Additionally, a similar
approach was used by Robertson and Mechoso (2001)
and Krepper et al. (2003) to analyze the interannual
variability and predictability of, respectively, the
Paraná and Uruguay river flow.

The paper is organized as follows: section 2 describes
the data used. Section 3 explains the SSA and ARMA
methodologies. Section 4 deals with the results ob-
tained with the SSA, while section 5 shows the results
of the ARMA modeling and forecasting experiments.

Finally, a discussion of the results and some conclusions
are provided in section 6.

2. Data

The entire central Iberian plateau is dominated by
three large river basins that cover more than half of the
whole peninsula and are roughly oriented in a north-
east–southwest direction, confined by mountain ranges.
These three river basins, the Douro (north), Tejo (cen-
ter), and Guadiana (south), are shown in Fig. 1. River
flow data from both Douro (at Pocinho) and Tejo (at
Fratel) spans between 1923 and 2004 (82 hydrological
years), while data for the Guadiana River (at Pulo do
Lobo) are restricted to the shorter period, between
1947 and 2004 (58 hydrological years). These data se-
ries were kindly provided, in a monthly basis, by the
Portuguese National Electrical Supply Company
(REN).

The international character of these three rivers, with
the Spanish section considerably longer than the Por-
tuguese counterpart, is immediately striking. This is a
natural consequence of Iberian geography wherein al-
most 80% of the combined basin area of these three
transnational rivers is located inside Spain (Fig. 1).
Therefore, taking into account their location, the vol-
ume of water that passes the above-mentioned river
gauges corresponds mostly to precipitation fallen over
the Spanish territory. Under natural conditions, that is,
without artificial water transfers, about 70% of the total
outlet flow of these three rivers has its origin in Spain
(INAG 2001). The location of the river gauges within
the Portuguese section of the rivers is also depicted in

FIG. 1. Location of the three main international rivers in Iberia
and their catchment boundaries. Small black dots show the loca-
tion of river flow gauges used in each basin.
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Fig. 1, and the main characteristics of the flow mea-
sured at these gauges can be seen in Table 1.

In previous work the authors have shown the highly
irregular regime of both precipitation (Trigo and Da-
Camara 2000) and river flow (Trigo et al. 2004) for the
Iberian Peninsula. This fact can be appreciated in Fig.
2, which presents the seasonal variability of the mean
monthly flow for the three rivers along the entire pe-
riod of available data. As expected for this region, win-
ter and springtime river flow account for the majority of
runoff, being followed by a relatively long and dry sum-
mer period (Dettinger and Diaz 2000; Trigo et al. 2004).
The Douro (Guadiana) presents the highest (lowest)
average values of annual and winter flow (Table 1),
while the extreme maximum values for the wet winter
season can be observed for Tejo (Fig. 2).

In this work, we have used a normalized series of the
January trough March mean flow (JFM flow hereinaf-
ter). To this end, first, the monthly January, February,
and March streamflow series were normalized sepa-
rately, using the normalization period 1961–90. Second,
the average of these three monthly normalized series
was computed. As shown in Fig. 2 and in the last row in
Table 1, this JFM mean flow is partially representative
of the annual river flow, since during these months a
large amount of the total annual flow takes place
(around 60% for the Tejo and Guadiana and 40% for
the Douro).

3. Methodology

There is a basic problem when dealing with most
annual-averaged climatic time series: namely, that these
time series present an almost white noise spectrum. As
a consequence, linear models, as in the case of ARMA
models, tend to achieve poor results when applied—for
forecasting purposes—to this kind of time series, even
though some predictability is present in the series.

To overcome this problem, a two-stage methodology
has been applied in this work for forecasting the
streamflow series. Instead of directly obtaining the

ARMA model of a series, an SSA filter was first ap-
plied to the “raw” series, obtaining a new “filtered”
series. Then, an ARMA model is obtained for the fil-
tered series. Finally, this ARMA model is used to fore-
cast the filtered series, and results, for the sake of clear-
ness, are compared not against the filtered series, but
against the original “raw” series.

This methodology, widely explained in a previous
work (Gámiz-Fortis et al. 2002) and also applied by
Robertson and Mechoso (2001) and Krepper et al.
(2003), provides considerably better results, in terms of
forecasting skills, than the results that can be obtained
when ARMA models are directly applied to climatic
time series. The rationale behind this improvement ap-
pears to be related to the fact that the SSA filters are
able to partially remove the background noise of some
climatic time series, retaining the leading statistically
significant (and predictable) components of these se-
ries.

In the following sections, a brief discussion of the
SSA and ARMA methodologies are presented, includ-
ing the procedures employed for evaluating the skills of
the forecasts.

a. Singular spectral analysis

We use SSA to determine and isolate the significant
temporal modes of variability of the three rivers’
streamflow. SSA is a powerful form of the standard
principal component analysis (PCA) based on the ex-
tensive use of the lag correlation structure of a time
series (Vautard et al. 1992), which is particularly suc-
cessful in isolating multiple-period components with
fluctuating amplitudes and trends in short and noisy
series. A comprehensive review, explaining in detail the
mathematical foundations of SSA, can be found in
Vautard et al. (1992) and Plaut et al. (1995).

SSA is based on the diagonalization of the lagged-
autocovariance matrix of a time series. As in the case of
PCA, the eigenvectors or empirical orthogonal func-
tions (EOFs) represent patterns of temporal behavior,
and the principal component series (PCs) are charac-

TABLE 1. Main characteristics of the three river basins considered. Average and standard deviation values correspond to annual river
flow and were obtained using the full available period. Storage volumes for Portugal and Spain were obtained from the recently released
Portuguese National Plan for Water (INAG 2001).

River (gauging
station)

Total basin area
(� 103 km2)

Basin area upstream
gauging station

(� 103 km2) Period
Annual average

(� 103 hm3)
Annual std dev

(� 103 hm3)
Max/
min

JFM average
(� 103 hm3)

Douro (Pocinho) 98.4 83.0 1923–2004 11.36 4.02 9 4.24
Tejo (Fratel) 80.1 59.0 1923–2004 8.96 6.17 31 3.68
Guadiana (Pulo

do Lobo)
66.9 60.9 1947–2004 3.90 3.51 54 2.54
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teristic time series containing a very limited number of
harmonic components. The detailed reconstruction of a
set of significant components, called SSA-filtered com-
ponents or reconstructed components (RCs) of the
time series, is carried out by an optimal linear square

fitting between the corresponding PCs and the original
data. Each RC represents the contribution of its asso-
ciated EOF to the variance of the time series; addition-
ally, the RCs are additive and their sum provides the
original time series. When two eigenvalues of the
lagged-covariance matrix are nearly equal and their
corresponding eigenvectors are orthogonal, they repre-
sent an oscillation. Therefore, we can consider SSA an
eigenvalue technique that is particularly efficient for
extracting and reconstructing periodic components
from noisy time series. To determine the corresponding
frequencies requires, however, estimations of power
spectra. The maximum entropy method (MEM) is used
to evaluate the spectral contents of the PC time series
corresponding to the EOFs. We have evaluated the sta-
tistical significance of the SSA results by means of the
Monte Carlo method, following the indications of Allen
(1992) and Allen and Smith (1994).

Once a component of the series has been identified
as a signal, the rest of the spectrum can be examined to
determine whether or not it is simply noise. In this
study, the noise analysis was performed based on the
method described in Allen and Smith (1996, p. 3387).

b. ARMA modeling and forecasting

1) ARMA MODELING

ARMA models can be regarded as a special case of
general linear stochastic processes and provide a linear
representative structure of the temporal evolution of
the data.

A stochastic process {Xt}, with mean zero, has an
ARMA(p, q) representation if it can be expressed in
the form:

Xt � �1Xt�1 � �2Xt�2� � � � ��pXt�p � at � �1at�1

� �2at�2 � � � ��qat�q, �1�

where {at} is a white noise Gaussian process with vari-
ance �2

a and zero mean; p and q are nonnegative inte-
gers; {�1, · · · , �p} are the autoregressive (AR) coeffi-
cients; and {	1, · · · , 	q} are the moving average (MA)
coefficients.

The order of the model is selected, in a preliminary
approach, studying the autocorrelation function (ACF)
and partial autocorrelation function (PACF). In physi-
cal terms, the best model has as few parameters as pos-
sible. We have used the Akaike information criterion
(AIC) (Akaike 1974) to select the final model among
all the candidates. The AIC is based on information
theory and represents a compromise between the good-
ness of the fit and the number of parameters of the
model. A comprehensive review, explaining in detail

FIG. 2. Box plots showing the annual cycle of the variability of
average monthly river flow for (top) Douro, (middle) Tejo, and
(bottom) Guadiana.
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how to fit ARMA models to datasets following the
identification, estimation, and diagnostic check stages,
can be found in Brockwell and Davis (1996) and Hipel
and Mcleod (1994).

Given an ARMA(p, q) model, the forecast with the
minimum mean-squared-error x̂t(L) for a leading time
L is the conditional expectation Et[xt
L] of xt
L at ori-
gin “t”:

x̂t�L� � Et�xt
L� � �1Et�xt
L�1� 
 �2Et�xt
L�2� 
 � � �


 �pEt�xt
L�p� 
 � � �
 Et�at
L�

� �1Et�at
L�1� � �2Et�at
L�2� � � � �

� �qEt�at
L�q�. �2�

The one-step-ahead forecast error is

et�1� � xx
1x̂t�1� � at
1. �3�

The variance of this {et: t � 1, · · · , n} series is called the
innovations variance �̂2

e and gives a measure of the vari-
ance of the modeled series not accounted for by the
ARMA model.

We should be aware of the fact that forecasts pro-
jected with ARMA models are influenced not only by
the goodness of the fit but also by the assumptions that
the underlying physical process related to the series
does not change during the forecasting time. However,
this latter assumption is hardly ever true in a complex
dynamical system such as climate.

2) SEPARATE CALIBRATION, VALIDATION

INTERVALS, AND CROSS VALIDATION

The separation of calibration and validation periods
is fundamental for reliable skill assessment (Wilks 1995,
chapter 7). We employ data from 1923 to 1985 to cali-
brate the Douro and Tejo models (1947–85 for the
Guadiana) while data from 1986 to 2004 are used for
validation purposes for all three rivers. The forecasting
experiments consist of computing the one-step-ahead
forecast; that is, the streamflow values are forecasted
for the following winter. Note that the initial conditions
to forecast the 1986 winter streamflow were set up
based on the state of the streamflow value until the
previous winter (1985), including this previous winter
value; for the forecast of the 1987 winter streamflow
value, we use the information up to the previous winter
(1986) and so on.

Additionally, a cross-validation procedure of the
model is applied to validate the model. Commonly, the
cross-validation of a regression model is carried out
using a development dataset of size n � 1 and verifica-
tion dataset containing the remaining single observa-
tion of the predictand, which leads to n partitions of the
dataset. The model is then calculated for each of these

partitions, resulting in n similar forecast equations, each
one computed without one of the observations of the
predictand.

Unfortunately, this procedure cannot be applied in
our case for several reasons. Usually, in the regression
models, some variables are used to predict another
variable; in our case, we must obtain the potentially
predictable signal from the times series own history.
When fitting ARMA models, the temporal location of
each data is significant: that is, the “history” of the
series is very important. When removing one single
data in the middle of the dataset, the remaining data are
not useful to fit the model because the temporal struc-
ture of the data is then broken (Gámiz-Fortis et al.
2002). Furthermore, in a regression model we know a
priori the temporal dependence between the pre-
dictand and the predictors. This allows one to properly
remove some samples from the dataset and fit the
model using the rest of the sample. Note that the tem-
poral dependence of the ARMA models is unknown a
priori (Gámiz-Fortis et al. 2002).

To cross-validate these models, and taking into ac-
count these pitfalls of the ARMA models, we have di-
vided the Douro and Tejo development period 1923–85
into two subperiods of equal duration, 1923–49 and
1950–74. We have then fitted different ARMA models
in these two subperiods and have carried out one-step-
ahead forecasts between 1950 and 1965 for the first
subperiod model and between 1975 and 1990 for the
second subperiod model. Results are compared with
those obtained for the whole period 1923–85. Owing to
the short available streamflow record for the Guadiana,
no cross-validation was carried out for this river model.

3) ACCURACY AND SKILL SCORES

To asses the extent to which the SSA models are able
to reproduce the river flow series and the performance
of the ARMA model forecasting experiments, a set of
commonly used scores are used:

(i) The Pearson correlation coefficient is used to mea-
sure the relationship between the modeled/fore-
casted series and the original/expected series.

(ii) The percentage of phase agreement, that is, the
percentage of cases in which the modeled/fore-
casted values has the same sign as the original val-
ues.

(iii) As accuracy measures, the mean absolute error
(MAE) and the mean square error (MSE) are em-
ployed.

(iv) To assess the skill of the ARMA model-based
forecasts, we first computed the MSE when clima-
tology (MSEcl) and persistence (MSEpe) are used
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for forecasting; then, we have obtained the per-
centage improvement in MSE forecast over a cli-
matological forecast (SMSEcl) and the percentage
improvement in MSE forecast over a persistence
forecast (SMSEpe). Climatology is taken as the 30-
values average prior to each value being fore-
casted, and persistence value is taken from the pre-
vious value to those being forecasted.

4. SSA applied to the river flow series

a. Oscillatory modes, significance, and
reconstruction

1) DOURO RIVER

The SSA was applied on the lagged-covariance ma-
trix based on the Vautard and Ghil (1989) algorithm,
using an M � 15 window length. The oscillatory modes
derived from the SSA correspond to the following five
pairs of eigenvalues; 4 and 5, 6 and 7, 8 and 9, 10 and 11,
and 12 and 13, each one in quadrature. On the other
hand, the general trend is characterized by eigenvalues
1 and 2.

The MEM has been used to evaluate the spectral
contents of the PC time series corresponding to the
EOFs. Results show that EOF pairs 4–5, 6–7, 8–9, 10–
11, and 12–13 contain oscillations associated with peri-
ods around 5.3, 4, 3.3, 8, and 2.7 yr, respectively. The

extent to which this hypothesis can be considered true
was assessed through the use of the Monte Carlo tech-
nique. First, the results obtained by SSA were tested
against the hypothesis of the winter Douro series to be
the result of a pure AR(1) process with a lag 1 auto-
correlation value corresponding to that of the winter
Douro series. To this end, we use the data-adaptive
basis, projecting each surrogate Monte Carlo realiza-
tion onto the EOFs of the data and comparing the re-
sults with those of the original data. Then the test pro-
cedure is continued until a final null hypothesis cannot
be rejected (see Gámiz-Fortis et al. 2002 for further
details).

Using this methodology, we concluded that the win-
ter Douro series can be represented by the following
model: a nonlinear trend that contains decadal variabil-
ity with period of 30 yr (EOFs 1 and 2), a set of oscil-
lations with associated periods of 5.3 yr (EOFs 4–5), 4
yr (EOFs 6–7), 3.3 yr (EOFs 8–9), 8 yr (EOFs 10–11),
and 2.7 yr (EOFs 12–13), and a red noise process with
lag 1 autocorrelation 0.043 and variance 0.49.

Based on this model, we carried out a reconstruction
of the winter Douro series, called the SSA-filtered
Douro series. The raw series has a variance value of
0.54, while the SSA-filtered Douro has a variance of
0.52; thus, the variance explained by the model is 96%
(see first column in Table 2). Over the period 1923–
2004, the correlation between the original and the SSA-
filtered series is 0.95 (significant at 95% confidence
level); see first column in Table 3.

Figure 3a shows the raw and SSA-filtered river flow
Douro series plus the trend component. The high value
of the explained variance by the SSA model is reflected
in Fig. 3a; the model reproduces most of the Douro
streamflow variability, including extreme positive and
negative values. It is interesting to notice that the model
is particularly reliable in capturing the Douro river flow
series behavior between 1935 and 1980. Extreme posi-
tive values are correctly modeled in most cases. Some

TABLE 2. Comparative results of the SSA and ARMA model
flow data for the three rivers.

Douro Tejo Guadiana

Variance explained by the
SSA filter (%)

96 82 64

Reduction in variance by the
ARMA model (%)

44 76 39

Total variance explained by
the ARMA model (%)

42 62 25

TABLE 3. Statistical results for the raw winter Douro (RWD) streamflow analysis. The first RWD shows the results related to the SSA
modeling, while the second and third are related to the ARMA modeling and forecasting experiment over the calibration and validation
period, respectively. Correlation coefficients (r) with an asterisk are statistically significant at the 95% confidence level.

RWD vs SSA-filtered winter
Douro (1923–2004)

RWD vs one-step-ahead
forecast (1930–85)

RWD vs one-step-ahead
forecast (1986–2004)

MSE 0.06 0.48 0.38
MAE 0.20 0.52 0.47
r 0.95* 0.60* 0.73*
MSEcli 0.77 0.77
MSEper 1.35 1.88
SMSEcli (%) 37 51
SMSEper (%) 61 75
Phase accordance (%) 93 80 90
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periods with trends can be also observed. The most
prominent positive trend can be seen during the periods
1923–37 and 1951–61, while the periods 1972–78 and
1990–98 have slight trends. The remaining periods cor-
respond to negative trends. A more detailed discussion
about the trend modes in the three rivers will be pro-
duced later in the paper.

2) TEJO RIVER

A similar analysis was conducted for the winter Tejo
river flow data. The first 10 eigenvalues were consid-
ered for the remaining analysis. The oscillatory modes
are represented by four pairs of consecutive eigenval-
ues, namely, 2–3, 5–6, 7–8, and 9–10, each one in
quadrature. In this case, eigenvalues 1 and 4 reflect the
general decadal variability of the data. The MEM
analysis reveals that EOF pairs 2–3, 5–6, 7–8, and 9–10

contain oscillations associated with periods around 3.6,
5.3, 2, and 7.5 yr, respectively, suggesting the existence
of oscillatory components in the winter Tejo series. The
application of the Monte Carlo technique to study the
significance of these oscillations shows that the winter
Tejo series can be represented by the following model:
a nonlinear trend that contains decadal variability cen-
tered at the 23-yr period (EOFs 1 and 4), a set of os-
cillations with associated periods of 2 yr (EOFs 7–8),
3.6 yr (EOFs 2–3), and 5.3 yr (EOFs 5–6), an oscillation
associated with a broadband peak of period around 7.5
yr (EOFs 9–10), and a red noise process with lag 1
autocorrelation 0.17 and variance 0.76.

Figure 3b shows both the raw and SSA-filtered river
flow Tejo series along with the trend component. The
raw series has a variance value of 1.07, while the SSA-
filtered Tejo has a variance of 0.87. Over the period

FIG. 3. Raw (continuous line) and SSA-filtered (dashed line) streamflow series. The trend components
are also shown (continuous thick line) for the (a) Douro, (b) Tejo, and (c) Guadiana Rivers.
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1923–2004, the correlation between the original and
SSA-filtered series is 0.93 (also statistically significant
at the 95% confidence level) (see second column in
Table 2 and first column in Table 4). Thus, the variance
explained by the model is 82%. Note the similitude
between this series and the previous one corresponding
to the Douro River. Years with maximum river flow are
coincident in most of the series. Also, the trend for the
Tejo River presents similar periods of positive and
negative compared to the Douro trend. On the other
hand, during the early period 1923–35, the model tends
to provide lower than the actual values. This might be
related to the poor quality of the river flow data from
the earliest decade, a pitfall in the data that has been
communicated to the authors by data providers. In any
case, the vast majority of the time series seems to be
well reproduced and, in particular, extreme values are
correctly modeled in most cases.

3) GUADIANA

We have considered only 10 eigenvalues, as a result
of the application of the SSA methodology to the Gua-
diana river flow. The eigenvalue pairs 1 and 2, 3 and 5,
7 and 8, and 9 and 10 represent oscillatory modes. The
MEM shows that the former pairs contain oscillations
associated with periods around 2, 4.5, 6.5, and 3.4 yr,
respectively. Finally, eigenvalues 4 and 6 reflect the
general trend of the data.

The application of the Monte Carlo technique to
study of the significance of the former results shows
that the winter Guadiana series can be represented by
the following model: a nonlinear trend that contains
decadal variability with a periodicity of 20 yr (EOFs
4–6), a set of oscillations with associated periods of 2 yr
(EOFs 1–2), 4.5 yr (EOFs 3–5), 6.5 yr (EOFs 7–8), and
3.4 yr (EOFs 9–10), and a red noise process with lag 1
autocorrelation 0.02 and variance 0.35.

Based on this model, a reconstruction of the winter
Guadiana series was performed. The raw series has a

variance of 0.77, a value larger than the variance of the
SSA-filtered Guadiana series, which is 0.49 (64% of
explained variance). Over the period 1947–2004, the
correlation between the original and SSA-filtered series
is 0.95, significant at the 95% confidence level (see
Tables 2 and 5). Figure 3c shows the raw and SSA-
filtered series along with the trend component for the
Guadiana River. As in the previous two cases, the
model properly reproduces the extreme cases of the
series. However, the associated trend is slightly weaker
than for the Tejo and Douro Rivers.

b. Analysis of the interannual modes of variability

Streamflow at the monthly/seasonal time scales inte-
grates influences of precipitation, evapotranspiration,
temperature, and soil moisture, as well as other factors
associated with river basin variables. Therefore, the
year-to-year variability in the streamflow is bound to be
associated with the large-scale climatic fluctuations that
affect the region under study. Additionally, as shown in
Cayan et al. (1999) and Dettinger and Diaz (2000),
streamflow can be better related with strong patterns of
climate teleconnections than precipitation and tem-
perature. Over the northern Atlantic and western Eu-
rope sector, the most important of these phenomena is
the NAO (Qian et al. 2000; Trigo et al. 2002). The
ENSO phenomenon has also been related to interan-
nual climate variability in southern Europe and, in par-
ticular, over Iberia (Fraedrich and Müller 1992; Pozo-
Vázquez et al. 2001; Mariotti et al. 2002; Wu and Hsieh
2004). However, the relationship seems to be very com-
plex and nonstationary and the eventual influence of
the ENSO index on the Iberian streamflow is not at-
tempted here.

In a previous work we assessed the impact of the
NAO on the river Douro, Tejo, and Guadiana catch-
ment rainfall during winter (Trigo et al. 2004). Results
showed that the large interannual variability of precipi-
tation in these catchments is largely modulated by the

TABLE 4. As in Table 3 but for the Tejo River (RWT).

RWT vs SSA-filtered winter
Tejo (1923–2004)

RWT vs one-step-ahead
forecast (1931–85)

RWT vs one-step-ahead
forecast (1986–2004)

MSE 0.16 0.43 0.26
MAE 0.29 0.47 0.43
r 0.93* 0.83* 0.85*
MSEcli 0.69 0.59
MSEper 1.43 1.28
SMSEcli (%) 38 53
SMSEper (%) 67 68
Phase accordance (%) 90 89 90
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NAO phenomenon. Other works also support these re-
sults. Particularly, Goodess and Jones (2002) analyzed
the link between circulation types and Iberian rainfall,
finding that, for the central and southern part of Iberia
where these catchments are located, the influence of
the NAO is dominant. Additionally, in Gámiz-Fortis et
al. (2002) we analyzed the main oscillatory modes of
variability of the winter NAO index [December–
February (DJF)]. Results showed that the winter NAO
index is dominated by variability centered at periods of
around 7.7, 4.8, and between 2.3 and 2.4 yr. It should be
stressed that these frequencies have been detected pre-
viously by other authors; in particular, the leading 7.7-
yr oscillation has been comprehensively described (e.g.,
Da Costa and Colin de Verdiere 2002).

Naturally, it is promising to raise the possibility on
the existence of preferred common modes of NAO and
streamflow variability, that is, resonance modes. To an-
swer this question, we have compared some of the os-
cillations present in both the winter NAO and river
flow time series. Figure 4a shows the 7.7-yr period os-
cillation of the winter NAO index simultaneously with
the oscillatory modes, which possess similar periods,
found for Douro, Tejo, and Guadiana river flows. Simi-
larly, Fig. 4b shows the 4.8-yr period oscillation of the
NAO along with the corresponding oscillatory modes
of river flow for the considered three rivers. Figure 4a
shows a general tendency toward an out-of-phase rela-
tionship between the 7.7-yr oscillation in the NAO and
those present in the river flows. This makes sense since
a negative NAO index means more precipitation over
the Iberian Peninsula. The behavior is more clearly
seen from 1950 onward, when the 7.7-yr NAO oscilla-
tions show larger amplitude, while during the period
1923–40 the NAO–river flow relationship seems to be
more complex. Regarding the 4.8-yr oscillation (Fig.
4b), the out-of-phase relationship is clearly seen during
the periods 1923–50 and 1970–1980, while over the rest
of the time the relationship is more variable. Interest-
ingly, the early period between 1923 and 1950 is also the
period when the 7.7-yr oscillation shows the lowest am-

plitude. The results are in agreement with those found
by other authors. Particularly, Rodríguez-Puebla et al.
(1998) found strong covariability between the NAO
and the Iberian Peninsula precipitation at periods 4–6
and 7–9 yr. Rimbu et al. (2002) analyzed the decadal
(5 yr) variability of the Danube River flow and its
relationship with the NAO, finding an overall out-of-
phase relationship throughout the period 1931–95. In-
terestingly, these NAO–river flow relationships are not
restricted to the European sector. In a recent work
Coulibaly and Burn (2005) investigated the relationship
between Canadian streamflows and large climate vari-
ability patterns [NAO, ENSO, and Pacific–North
American (PNA)]. The authors have identified a strong
correlation between the NAO and the eastern Canada
streamflow centered in the 2–6-yr band, which presents
values of up to r � 0.5 during autumn and winter sea-
sons.

To sum up, we have found that, although the precipi-
tation in the Douro, Tejo, and Guadiana catchments
are largely modulated by the NAO, the relationship
between the NAO and these river streamflows is com-
plex and nonstationary. This result can be justified if we
take into account that the JFM streamflow is represen-
tative of both precipitation and snowmelt processes.
Therefore, the streamflow reflects not only the precipi-
tation regime but also the temperature and wind fields,
which are not so clearly influenced by the NAO in the
study area (Trigo et al. 2002). Particularly, the relation-
ship between temperature and the NAO in southern
Europe (including Iberia) is strongly nonlinear (Pozo-
Vázquez et al. 2001; Sáez et al. 2001; Castro-Díez et al.
2002). It could be argued that only when the NAO
presents high amplitude oscillations is the influence of
the rainfall on the streamflow capable of overriding
other influences.

c. Analysis of the trend modes

In the three analyzed streamflow series, a low-fre-
quency or nonlinear trend component has been found;

TABLE 5. As in Table 3, but for the Guadiana River (RWG).

RWG vs SSA-filtered winter
Guadiana (1947–2004)

RWG vs one-step-ahead
forecast (1953–85)

RWG vs one-step-ahead
forecast (1986–2004)

MSE 0.10 0.36 0.34
MAE 0.25 0.41 0.41
r 0.95* 0.48* 0.47*
MSEcli 0.68 0.72
MSEper 0.67 1.82
SMSEcli (%) 47 52
SMSEper (%) 46 81
Phase accordance (%) 89 52 54
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in Fig. 3 these trend components are displayed. These
three low-frequency components have similar long-
term decadal variability (around 30 yr for Douro, 23 for
Tejo, and 20 for Guadiana). Overall, this long-term
variability is related to some slightly positive (1923–37,
1950–63, 1972–78, and 1990–98) and negative trends
(1940–50, 1963–72, and 1980–90). The steepness of the
trends is similar for Douro and Tejo and slightly lower
for the Guadiana.

Two questions arise when studying the low frequency
variability in the river flow. First, what is the relative
importance of these low frequency components regard-
ing the total river flow variability and, second, what is
the possible origin of these oscillations? There is a
scarce number of studies dealing with interdecadal
streamflow variability, mainly due to the generally
short time series available for streamflow records.

Results of the SSA proved that the variance associ-
ated with the trend mode is 24% for the Douro, 20%
for the Tejo, and 15% for the Guadiana (see Table 6).
Additionally, the trend component is the most impor-
tant, explaining the total variance for the Douro and
Tejo. Overall, the variability associated with the low
frequency component of the streamflow is similar to
that associated with the individual oscillatory modes
that drive the interannual variability. These results are
in agreement with those from Dettinger and Diaz
(2000) for our study region. This means that the low
frequency variability must be taken into account and
not only the interannual variability.

Regarding the second question, interdecadal natural
climate variability is usually associated with slow-
varying oceanic processes. The integration effect of
other climatic variables (precipitation and tempera-

FIG. 4. (a) NAO, Tejo, Douro, and Guadiana oscillations in the 6–8-yr period band resulting from the
SSA and over the period 1920–2000. (b) As in (a), but for the 4–6-yr period band.
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ture) that the streamflow provides should be consid-
ered. Low frequency modes for precipitation in the re-
gion have been described before (e.g., Dai et al. 1997).
Particularly, over the study area they have found two
principal components: the first one shows interdecadal
variability and is associated with ocean–atmosphere
processes in the Atlantic Ocean (see their Fig. 11). The
low frequency variability of this second pattern roughly
agrees with that found here concerning the trend com-
ponent of the river flow. In the study region, there are
different results concerning the interdecadal stream-
flow variability. For instance, Kiely (1999) analyzed 50
years (from 1950 onward) of streamflow data in Ire-
land, finding a steady increment in streamflow from
1975 onward associated with the tendency toward posi-
tive values of the NAO. Additionally, Cullan and de-
Menocal (2000) have found, analyzing the impact of the
NAO on the Tigris–Eufrates streamflow, an important
influence of NAO on the precipitation of this area and
tendency to decreasing streamflow values, particularly
steep from 1970 onward. Note that this is in agreement
with Kiely’s (1999) results for Ireland since the positive
phase of the NAO gives rise to positive precipitation
anomalies in Ireland and, simultaneously, negative
anomalies over Turkey (where the main sources of the
Tigris–Eufrates are located). Regarding the precipita-
tion, Goodess and Jones (2002) found a general ten-
dency toward decreasing seasonal rainfall in our study
region (central and southern Iberia), although this ten-
dency is clearer for spring than for winter. In particular,
western and central Iberia (the location of the three
river basins) have been affected by a significant nega-
tive trend in March (Paredes et al. 2006) but this has
been compensated, at least partially, by positive trends
that took place in late autumn (October and Novem-
ber). This contradictory behavior helps to explain that,
when results are averaged for the entire year (or even
for the wet half of the year, i.e., October–March), nega-
tive (but statistically not significant) trends of precipi-
tation over this part of Iberia exist (Rodrigo and Trigo
2007). We have conducted an additional analysis trying
to test for the presence of significant trends in the three
streamflow series. The analysis was carried out both on
a seasonal and annual basis. No statistically significant
trends, positive or negative, were found. The absence of
statistically significant trends in seasonal river flow may

reflect the large capacity of major dams for the three
rivers (particularly in Spain), as described in detail in
Trigo et al. (2004). This allows the accumulation of the
water from late autumn (when it is raining more) to
early spring (when it is raining less), therefore main-
taining artificially the same seasonal cycle or river flow
as in previous decades. Nevertheless, there are decades
showing positive and negative trends; in particular, the
short-term positive and negative trends in the 1970s and
1980s [previously described by Cullan and deMenocal
(2000) and Kiely (1999)] were also found in our data.

5. ARMA modeling and forecasting

In the previous sections, SSA has been applied to
isolate the “climate” signal contained in the winter river
flow. As previously highlighted, SSA acts as a data-
adaptive filter, removing the background noise and re-
taining the statistically significant signals.

In this section we carry out an ARMA modeling of
the SSA-filtered winter river flow. The ARMA models
are then used in a forecasting experiment where it is
assumed, on the one hand, that the filtered winter
streamflow series contains the interannual predictable
signal present in the raw series, and on the other hand,
that the ARMA models are able to represent this pre-
dictable signal based only on the “history” of the series.

a. ARMA modeling

Data from 1923 to 1985 were used for calibrating the
Douro and Tejo models, while the shorter 1947–85 pe-
riod was used for Guadiana. Similar to the division em-
ployed previously for the SSA models, data from 1986
to 2004 was used for validation purposes only.

The ARMA modeling process begins by analyzing
the sample autocorrelation and partial autocorrelation
functions for the different SSA-filtered river flow se-
ries. Additionally, the stationarity of the series (both in
terms of mean and variance) was also evaluated. Based
on these analyses and following a process fully ex-
plained in Gámiz-Fortis et al. (2002), we used the AIC
to select an ARMA(7, 3) model for the Douro, an
ARMA(8, 4) model for the Tejo, and an ARMA(6, 4)
model for the Guadiana, containing the following pa-
rameters:

TABLE 6. Explained variance (%) for each oscillatory mode.

Trend 2–2.7 yr 3.3–3.6 yr 4–4.5 yr 5.3–6.5 yr 7.5–8 yr Total

Douro 24 9 13 14 15 11 85
Tejo 20 — 21 — 15 12 68
Guadiana 15 19 16 16 13 — 75
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Douro: AR � ��1 � 0, �2 � 0.34*, �3 � 0.41*,

�4 � 0*, �5 � �0.13, �6 � 0.14,

�7 � �0.25*�,

MA � ��1 � �0.74*, �2 � 0.50*, �3 � 0.78*�.

Tejo: AR � ��1 � 0.42*, �2 � 0.27*,

�3 � �0.31*, �4 � 0.80*, �5 � �0.44*,

�6 � 0*, �7 � 0.31*, �8 � �0.61*�,

MA � ��2 � �0.47*, �2 � 0.76*,

�3 � 0.76*, �4 � �0.18*�.

Guadiana: AR � ��1 � 0.38*, �2 � 0, �3 � 0,

�4 � 0.15*, �5 � �0.25*, �6 � 0.21*�.

MA � ��1 � 0.18*, �2 � 0*, �3 � 0.36*,

�4 � �0.67*�.

The significance of the parameters was computed using
approximate t values, derived from the parameter stan-
dard errors. Parameters highlighted with an asterisk are
statistically significant at the 95% confidence level.

The estimated innovation variances are �2
eDouro �

0.29, �2
eTejo � 0.21, and �2

eGuadiana � 0.29, which means
that the models provide around 44%, 76%, and 39%
reduction in the variance (respectively for the Douro,
Tejo, and Guadiana) from that of an uncorrelated pro-
cess (Table 2). Finally the combined variance explained
by the SSA filter and the ARMA models is 42% for the
raw Douro River flow, 62% for the Tejo, and 25% for
the Guadiana (Table 2).

b. Forecasting experiment

A forecasting experiment was conducted for each
SSA-filtered winter river flow based on its ARMA
model. Results were tested against the raw winter river
flow.

Figures 5, 6, and 7 present the results of the forecast-
ing experiments, while Tables 3, 4, and 5 show a sum-
mary of the model performance for, respectively, the
Douro, Tejo, and Guadiana data. Figures 5a, 6a, and 7a
show the one-step-ahead forecasts, that is, the predic-
tion made for one year into the future, during the cali-
bration period and Figs. 5b, 6b, and 7b for the valida-
tion period (1986–2004). For the sake of comparison,
the raw winter river flow values are also shown.

FIG. 5. (a) Results of the forecasting experiment of the Douro river flow. The one-step-ahead
forecast for the SSA-filtered Douro streamflow is shown for the period 1931–85. Raw (unfiltered)
streamflow data, filtered streamflow data, and the one-step-ahead forecasts along with the 95%
confidence intervals are displayed. (b) As in (a), but during the validation period 1986–2004.
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Overall, the actual filtered winter river flow values
are always within the 95% confidence intervals, indi-
cating that the ARMA models properly represent the
main characteristics of the SSA-filtered winter river
flows. Additionally, and although the raw data show a
considerably higher variability than the filtered one, the
observed values fall within the forecasted confidence
range. Only in very few cases (both during the calibra-
tion and validation period) are the observed values out-
side of the ARMA forecasting 95% confidence levels.

Results for the Douro River show considerable skill
of the ARMA model. Particularly, during the valida-
tion period 1986–2004, with the MSE value of 0.38 and
the MAE � 0.47, the correlation coefficient is 0.73
(Table 3). As can be observed in Fig. 5b, the model
provides a fairly good one-step-ahead forecast; in par-
ticular, the raw values are always within the one-step-
ahead forecast 95% confidence levels (except 2001).
Furthermore, the percentage of cases in which the
phase of the river flow was accurately predicted is 90%,
which means that the model is able, for the vast major-
ity of cases, to predict a phase change in the river flow.
Additionally, the skill against climatology (persistence)
is 51% (75%). Results during the calibration period are
similar. Particularly, outside the period 1955–65 and the
year 1936, the raw values are within the one-step-ahead
forecast 95% confidence levels (see Fig. 5a).

The Tejo model presents broadly similar results to
those achieved for the Douro. During the validation
period, with a MSE of 0.26 and MAE reaching 0.43, the
correlation coefficient is 0.85 (Table 4). Moreover, ac-
cording to Fig. 6b and during the validation period, the
raw streamflow values are always within the one-step-
ahead 95% confidence intervals. The phase agreement
is, as for the Douro case, 90%. The skill against clima-
tology is 53% and 68% against persistence. Results of
the calibration period 1931–85 are similar; only in four
cases are the raw values outside the 95% confidence
intervals (see Fig. 6a).

The Guadiana ARMA forecast results are not as
good when compared to the corresponding model per-
formance attained for the Tejo and Douro. Particularly,
during the validation period, the MSE is 0.34, the MAE
is 0.41, the correlation coefficient drops to 0.47, and the
percentage of phase accordance is only 54% (Table 5).
Unlike for the Tejo and Douro models, there are sev-
eral cases in which the raw series falls outside the one-
step-ahead forecasting 95% confidence intervals (1992,
1996, 2001, and 2002; Fig. 7b). Nevertheless, the skill
improving against climatology is 52%, very similar to
the values achieved for the Tejo and Douro cases, and
81% against persistence. The calibration period 1947–
85 shows similar results compared to the validation one,
in terms of skill and phase agreement, while from Fig.

FIG. 6. As in Figs. 5a,b, but for the Tejo River.
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7a we again see several years (1960, 1962, 1979, and
1983) whene the raw values are outside the 95% con-
fidence intervals.

c. Cross validation

As mentioned earlier, the cross-validation schemes
for the Douro and Tejo models had to be adapted to
the harsh constrains imposed by the ARMA models.
Therefore this cross-validation was performed dividing
the calibration period 1923–85 into two subperiods,
1923–49 and 1950–74 and then fitting the ARMA mod-
els to these two subseries. The unused decades of 1950–
60 and 1975–85 were employed for validation.

For the Tejo River and the first subperiod (1923–49),
an ARMA(8, 4) model was selected with the following
parameters:

AR � ��1 � 0.45*, �2 � 0.10, �3 � �0.26*, �4 � 0.88*,

�5 � �0.44*, �6 � 0*, �7 � 0.29*, �8 � �0.70*�,

MA � ��1 � �0.26*, �2 � 0.74*, �3 � 0.62*, �4 � �0.32*�.

For the second subperiod (1950–74), the fitted model
was also an ARMA(8, 4) having the following param-
eters:

AR � ��1 � 0.31*, �2 � 0.27*, �3 � �0.20*, �4 � 0.43*,

�5 � �0.45*, �6 � 0.22*, �7 � 0.22*, �8 � �0.42*�,

MA � ��1 � �0.41*, �2 � 0.47*, �3 � 0.89*, �4 � �0.02*�.

Tables 7 and 8 summarize the results of the perfor-
mance test for these two models. A one-to-one com-
parison of obtained parameters denotes strong similari-
ties between these two models and the model devel-
oped for the whole period (see Table 4). Only slight
differences for some coefficients can be appreciated,
but the order of the models remains unchanged. During
the calibration periods, the estimated reduction in vari-
ance from that of an uncorrelated process is 64% for
the 1923–49 model and 84% for the 1950–1974 model.
The value obtained for the total model, 76%, falls in
between. Correlation coefficients and phase agreement
percentages are also similar to that of the total period
model. Regarding the validation period, values in all
parameters are similar for the first model validation
period, 1950–60. On the other hand, results for the sec-

FIG. 7. As in Figs. 5a,b, but for the Guadiana River.

TABLE 7. Statistical results for the validation ARMA model
developed over the period 1923–49 for the Tejo River. Correla-
tion coefficients (r) with an asterisk are statistically significant at
the 95% confidence level.

Raw Tejo vs
one-step-ahead

forecast (1923–49)

Raw Tejo vs
one-step-ahead

forecast (1950–60)

MSE 0.69 0.23
MAE 0.60 0.38
r 0.88* 0.76*
Phase accordance (%) 89 81
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ond model along the period 1975–85 are slightly worse.
Particularly, the percentage of phase accordance is only
54% during this period, while the corresponding values
are 81% during the 1950–60 decade and 90% over the
period 1986–2004. This result is consistent with the fact
that the model performance is worse for the 1975–85
decade than for 1950–60 and the whole period model
(1923–49). Considering Fig. 6a, there are several years
in the 1975–85 decade when the raw values are outside
the 95% confidence intervals (1976, 1978, and 1983),
while all of the raw values are inside these intervals in
the 1950–60 decade.

For the river Douro similar results (not shown) were
obtained: thus, it could be concluded that the ARMA
models obtained in section 5a can be reasonably con-
sidered independent of the period of calibration, pro-
viding this period is sufficiently long.

d. ARMA raw-streamflow modeling

For comparison, we conducted an additional ARMA
analysis and forecasting experiment similar to those
presented in previous sections but using the raw
streamflow series with no SSA filter applied. Results
were compared against those obtained using the SSA
methodology. Results showed that the order of the
models were similar for the three rivers to that obtained
using the SSA filter, although the magnitude of the
parameters retained by the model do change. Never-
theless, the variance explained by the models was con-
siderably lower: 8%, 17%, and 5% respectively for the
Douro, Tejo, and Guadina instead of the 42%, 62%,
and 25% obtained using the SSA filter approach. Re-
garding the forecasting skill, these models performed
considerably worse than the models obtained based on
the SSA filter. Particular, for the validation period
1986–2004 the improvement against climatology in one-
step-ahead forecasts was only 3% for the Douro, while
the Tejo and Guadian raw streamflow models do not
show skill at all (compared to the 51%, 45%, and 52%
improvement obtained with the SSA filtered series).

It is concluded that the application of SSA filtering
prior to deriving the ARMA models considerably im-

proves the forecasting skill of these ARMA models.
The reason for this improvement in the forecasting skill
may be partially related to the fact that the SSA acts as
a data-adaptive filter, therefore removing the back-
ground noise and retaining the leading statistically sig-
nificant signals. Then, the filtered signal is composed by
modulated oscillatory signals and trends and the near-
cyclic nature of the modulated oscillatory signals im-
plies predictability. It may be the case that the autocor-
relation patterns of the raw climatic time series are hid-
den by other random signals and that the SSA filtering
was successful in removing the influence of these other
signals. That is, the SSA filter is able to partially re-
move background noise, retaining the leading statisti-
cally significant (and predictable) components.

6. Summary and concluding remarks

The interannual variability and predictability of the
January through March streamflow series of the three
major Iberian Peninsula international rivers (Douro,
Tejo, and Guadiana) has been studied using SSA and
ARMA models. The period of study was 1923–2004 for
Douro and Tejo and 1947–2004 for Guadiana.

First, we applied a SSA algorithm to isolate the main
characteristics of the streamflow series. Results show a
relatively similar model structure for the three rivers
that include the following components: 1) a nonlinear
trend dominated by decadal variability with periods of
20 to 30 yr; 2) modulated amplitude oscillations with
associated periods in the bands 2–3, 4–5, and 6–8 yr; and
3) a red noise process. The resulting model accounts for
the 96% variance of the Douro, 82% of the Tejo, and
64% of the Guadiana. If we consider the entire period
(calibration and validation) the percentage of cases in
which the actual phase of the streamflow series was
accurately reproduced was 93%, 90%, and 89% for the
Douro, Tejo, and Guadiana, respectively. Results from
the SSA analysis also show that the variability associ-
ated with the low frequency component (20 to 30 yr) of
the streamflow is similar to that associated with the
individual components driving the interannual variabil-
ity. Finally, the analysis of the series does not show the
presence of significant trends when we consider the
whole record. Nevertheless, there are short-term posi-
tive and negative trends in the 1970s and 1980s.

Since interannual winter precipitation variability in
the Douro, Tejo, and Guadiana catchments is largely
modulated by the NAO mode (Trigo et al. 2004), a
study was undertaken to evaluate potential common
oscillations present in both the winter NAO and river-
flow time series. Results showed the existence of two
significant oscillations with periods 7.7 and 4.8 yr

TABLE 8. As in Table 7, but over the period 1950–74.

Raw Tejo vs
one-step-ahead

forecast (1950–74)

Raw Tejo vs
one-step-ahead

forecast (1975–85)

MSE 0.20 0.50
MAE 0.35 0.60
r 0.81* 0.67*
Phase accordance (%) 76 54
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present in both the NAO index and the streamflow
series. These oscillations show a general tendency to-
ward an out-of-phase relationship. This out-of-phase
evolution makes sense since a negative NAO index is
usually related with higher-than-usual precipitation
over the Iberian Peninsula. Nevertheless, overall the
relationship between the NAO and the river stream-
flows is complex and nonstationary. We believe that
this complexity is associated with the role played by
other climate fields such as temperature and wind (vari-
ables that influence the evapotranspiration) that are,
therefore, also involved in the precipitation–streamflow
relationship. It is possible that, only when the NAO is
characterized by large amplitude oscillations, is the im-
pact of the NAO rainfall on the streamflow capable of
overriding other influences.

In the second part of this paper, an ARMA model
was obtained for each SSA-filtered streamflow series
and a forecasting experiment was conducted for each
winter river flow based on its ARMA model. The mod-
els were calibrated for the period 1923–85 (1947–85 for
the Guadiana) while the period 1986–2004 was used for
validation in all the three cases. Finally, results were
tested against the raw (observed) values. An ARMA(7,
3) model, with constrained parameters, was fitted for
the Douro, while ARMA(8, 4) and ARMA(6, 4) mod-
els were found, respectively, for the Tejo and Guadi-
ana. The percentage of explained variance (in respect
to the raw streamflow series) obtained by the ARMA
models are 42%, 62%, and 25% for the Douro, Tejo,
and Guadiana, respectively. Results of the forecasting
experiment proved that the ARMA models possess
considerable forecasting skill with one-step-ahead (i.e.,
to predict the following winter flow based on the mod-
els developed until the preceding winter). Although the
raw data shows a considerably higher variability than
the filtered time series for the vast majority of the cases,
the observed values fall within the one-step-ahead 95%
forecasting confidence levels. Additionally, during the
validation period, the skill of the models against clima-
tology (measured using the MSE) is on the order of
52% for the three rivers, while the skill against persis-
tence is considerably higher, ranging from 68% for the
Tejo to 75% and 81% for the Douro and Guadiana,
respectively. This indicates that the climatology is a bet-
ter benchmark than persistence for streamflow fore-
casting in Iberia. Finally, the models are able in most
cases to predict a phase change since phase agreement
during the validation period is 90% for the Douro and
Tejo and 54% for the Guadiana.

We also conducted an ARMA analysis and forecast-
ing experiment for the raw streamflow series. Results
showed that these models performed considerably

worse than the models obtained based on the SSA filter
technique. It is concluded that the SSA filtering prior to
obtaining the ARMA models considerably improves
the forecasting skill of these ARMA models. The rea-
son for this improvement in the forecasting skill ap-
pears to be related to the fact that the SSA filter is able
to partially remove background noise, retaining the
leading statistically significant (and predictable) com-
ponents.

In summary, we believe that we have shown the ex-
istence of a valuable interannual predictability of the
winter streamflow for the Iberian Peninsula, a result
that may be useful to water resources management. We
acknowledge that this is a pure time series method that,
whatever the quality of results achieved, still lacks pre-
dictors with relevant physical information (e.g., SST).
Nevertheless, this analysis allows assessing the extent of
the interannual predictability of the streamflow. In Part
II, we intend to explore explicitly the role of the At-
lantic Ocean summer and autumn SST in forecasting
the following winter streamflow.
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